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Executive Summary
Technical standard-setting in artificial intelligence ( AI ) has a direct impact on tra-

ditional foreign policy domains, such as the protection of human rights and democ-

racy, or foreign economic and trade policy. While European foreign policy makers 

engage in the regulation of AI at the United Nations, the Organisation for Economic 

Co-operation and Development, or at the Global Partnership on AI, they are absent 

from the AI standardization ecosystem.

AI standards herald market access, interoperability, and connectivity of products 

and services of private sector companies. AI standardization may appear to be pri-

marily technical, but it is also responsible for the protection of fundamental rights 

when ethical AI principles are translated into technical standards. But standard-set-

ting also has concrete geopolitical and geoeconomic significance as states begin 

to pursue coordinated AI standardization strategies that reflect their political and 

economic objectives. 

Therefore, European foreign policy makers need to engage with the AI standardiza-

tion ecosystem. There are two possible forms for such an engagement: active par-

ticipation and passive information gathering and analysis. Both options are highly 

dependent on foreign ministries’ available resources and political constraints. Be-

cause technical standards can be used to lower or be misused to raise non-tariff 

trade barriers, standardization policies traditionally fall within the purview of min-

istries of the economy. 

Active involvement requires direct participation of European foreign policy mak-

ers in standards working groups at national, regional, and international standards 

developing organizations. This in turn requires capacity building in AI technologies 

and improved technical skills of the diplomatic corps. If direct participation is not 

possible, European foreign policy makers should nevertheless closely monitor de-

velopments in technical AI standardization judged near term and of high impact on 

their governments’ foreign policy agendas. Additionally, they can empower civil soci-

ety actors to participate in technical AI standardization processes, especially in the 

realm of AI ethics, pertinent to the international protection of human rights.

To effectively engage in technical AI standardization, foreign policy makers need to 

understand the logics, ambivalences, and red lines of its actors. International stan-

dardization organizations cannot cover gaps in policy making that have been left by 

political institutions. Therefore, European foreign policy officers should be careful 

not to over-legalize or over-politicize technical standardization bodies.
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AI standardization helps to shape the economic realities that have a direct effect on 

foreign policy. Technical standards are an important component of the international 

regulatory framework for AI. If technical AI standardization continues to be excluded 

from the foreign policy agenda, European foreign policy makers deny themselves the 

opportunity to help shape the global AI regulatory framework. Therefore, European 

foreign policy makers should make the best possible strategic use of the opportuni-

ties available to them in engaging with AI standardization, rather than being forced 

to react to this highly dynamic process.

The SNV’s Artificial Intelligence and Foreign Policy project was made possi-
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Mercator Foundation. The views expressed in this paper do not necessarily 
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the virtual gathering of experts on technical AI standardization in February 
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1. Introduction
Artificial intelligence ( AI ) is increasingly relevant for many software-defined prod-

ucts—from autonomous vehicles to smart manufacturing, modern telecommunica-

tion networks, or high-frequency trading, to name just a few. The mushrooming of 

national AI strategies has proven that governments understand the potential of this 

general-purpose technology and perceive it to be instrumental for their economic 

growth. Technology leadership in AI can alter the international balance of power.

European foreign policy makers are involved in regulating AI, but they are not engag-

ing in technical AI standardization. However, agreements regarding AI standards are 

bleeding into traditional foreign policy domains, such as foreign economic and trade 

policy, arms and export control, cyber security, and the protection of human rights. 

This connection between AI and protection of human rights has created the link 

for foreign policy practitioners to govern AI technologies at the international level. 

Since 2010, foreign policy makers have been negotiating restriction of AI-enabled 

lethal autonomous weapons systems in the United Nation’s Convention on Certain 

Conventional Weapons. On June 15, 2020, the founding members of the Global Part-

nership on AI ( GPAI or Gee-Pay ) agreed to support the development and use of AI in 

accordance with human rights.1 This international and multistakeholder initiative 

adheres to the Recommendation on AI of the Organisation for Economic Co-opera-

tion and Development ( OECD ).2 

European foreign policy makers have been instrumental in the creation of the GPAI. 

This shows that they are involved in the regulation of AI and in the international de-

bate on AI ethics, as well as AI principles. However, a domain that is predominantly 

home to private-sector actors, standardization specialists, and government econ-

omists has gone unnoticed by European foreign policy makers: technical AI stan-

dardization. Technical standardization is to the private sector what regulation is to 

the public sector—a means for governing the use of AI technologies.3 AI standards 

pave the way for market access, interoperability, and connectivity of products and 

services of private-sector companies that operate within an economic niche. 

Technical standardization—typically the domain of ministries of the economy
Identifying foreign policy responsibilities in AI policy is challenging due to existing 

department assignments. Because technical standards can be used to lower or be 

misused to raise non-tariff trade barriers, standardization policies traditionally fall 

within the competence of ministries of the economy. Thus, foreign ministries of-

ten take a back seat to economic ministries in shaping technology and digitization 

 issues. For example, from an economic and industrial policy perspective, ways are 

being sought—with the help of the German Chinese Commission on Standardization 
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( DCKN )—to reduce technical trade barriers between the two countries, promote 

bilateral economic and technical cooperation, and coordinate activities in interna-

tional standardization organizations.4 Such far-reaching collaborations should be 

assisted by expert foreign policy practitioners.

AI standardization, which, at first glance, may appear to be mainly technical, is also 

responsible for protecting fundamental rights5 where ethical AI principles are trans-

lated into technical standards. This can be seen in the European Union ( EU ) Com-

mission’s draft proposal for a regulation on artificial intelligence ( the AI Act ).6 Article 

407 of the draft proposal leaves the door wide open for AI standards. Once compa-

nies implement harmonized AI standards8 in the design and development of their AI 

systems, the companies abide by the draft proposal’s provisions for high-risk appli-

cations. AI systems are then “presumed to be in conformity with the requirements” 

for high-risk AI applications set out in chapter 2 of the draft proposal. However, 

standard-setting has also concrete geopolitical and geoeconomic significance. 

Geopolitical and geoeconomic relevance of technical AI standards
Standard-setting also has concrete geopolitical and geoeconomic significance. 

This can be observed in China’s export of technical standards during its Belt and 

Road Initiative ( BRI ), and in the increasing number of Chinese chairmanships, sec-

retariats, and concrete standardization projects at Standards Developing Organiza-

tions ( SDOs ).9 In the first example, China replaced consensus-based international 

standardization with a regional variant. The second example provides proof of the 

strategic reasoning of an economic power whose most valuable companies produce 

state-of-the-art information and telecommunications technologies. Chinese tech-

nology companies depend on technical standards to sell these technologies in glob-

al markets because they ensure the interoperability of the companies’ products and 

services. To this end, Chinese technology companies use international standardiza-

tion organizations.10 However, so do U.S. and European companies. The critical dif-

ference is that for years now, U.S. multinational tech companies have been driving 

standardization in information and telecommunications technologies.11 

An assessment of U.S. and Chinese geoeconomic activities illustrates the countries’ 

intertwined foreign and economic policies, which cannot always be dealt with in 

a way that separates the jurisdiction of economic and foreign ministries. This re-

quires that most EU member states come up with a policy approach that combines 

economic and foreign policy perspectives into a unified tech policy strategy. Under-

standing the geostrategic behavior and implications of U.S. and Chinese standard-

ization activities requires a foreign policy perspective. Technical AI standardization 

is tied to political and ethical core values. Transitioning these values into AI technol-

ogies should be ensured by involving foreign policy ministries in AI standardization 

processes. 



Policy Brief
August 2021
AI Standardization and Foreign Policy

7

Navigating the classical venues of foreign policy is not enough for foreign  policy 

makers to ensure international AI governance that is in accordance with liberal 

democracies’ values. Norms and technical standards are an important component 

of the international regulatory framework for AI and thus, an important area of en-

gagement for foreign policy practitioners. If technical AI standardization continues 

to be excluded from the foreign policy agenda, European foreign policy makers will 

deny themselves the opportunity to help shape the global AI regulatory framework. 

This could be detrimental to international institutions, such as global trade and the 

 human rights regime. Therefore, European foreign policy makers need to engage with 

the AI standardization ecosystem. Only in this way do they have a chance to shape a 

policy field whose importance to their own interests is growing substantially. 
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2. Technical AI Standardization  
and Foreign Policy

To get a bird’s-eye view of the relevant international standardization orga-

nizations that focus on technical standardization in AI ethics, consider the 

precursor to this paper: AI Governance through Political Fora and Standards 
Developing Organizations – Mapping the actors relevant to AI governance.12 

The mapping assists foreign policy makers in navigating the complex web of 

actors that govern AI ethics through the development of policy and regula-

tion, or technical AI standards. That paper can be read in conjunction with 

this paper.

AI has an impact on foreign policy. As a general-purpose technology, AI can be ap-

plied to numerous different use cases and environments. Whether AI is applied to 

discover cancerous tissue or match a face scan against a database of mugshots, 

the underlying neural networks are set up similarly, but they have been trained on 

vastly different data. Foreign policy makers do not have to concern themselves with 

the architectural particularities of neural networks, but they must understand and 

be able to contextualize the technology’s outcomes: This could mean confronting 

leaders of authoritarian states that use AI to develop large-scale state surveillance 

capabilities resulting in human rights infringements or when pondering the question 

of how to navigate international relations with increasingly confident multinational 

tech companies that possess resources similar to those of states from exploiting 

technological innovations to their economic benefit. 

Technical standardization is essential for the development of AI systems ( aligned or 

unaligned with ethical principles ), and their distribution on international markets. 

Standardization affects the technology’s trajectories. Moreover, technical AI stan-

dardization is an indicator of current and future capabilities of AI systems. The stan-

dardization process itself is a marker for the AI industry’s motivations, concerns, 

and agreements. Consensus among private-sector actors, which has slowly been 

accumulating during lengthy standardization processes, can be very instructive to 

regulators that consider AI governance.
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2.1. AI Standardization Topics That Are Relevant   
for European Foreign Policy Makers 

AI standardization helps to shape the economic realities that have a direct effect 

on foreign policy. Standardization is an important component of private-sector AI 

governance. Therefore, foreign policy makers need to become familiar with the AI 

standardization ecosystem—its processes, venues, and topics. In addition to ac-

knowledging the complex web of venues where AI standardization occurs, foreign 

policy makers should become familiar with AI standardization topics that are linked 

to traditional foreign policy domains. Therefore, foreign policy makers need to be 

mindful of the geoeconomic and geopolitical effects of AI standardization that influ-

ence the protection of human rights and the global balance of power.

2.1.1. The Protection of Human Rights

Foreign ministries of liberal democracies pursue two central tasks: They uphold 

democratic institutions that protect social equality and representation around the 

world, and they promote a human and civil rights–based system of governance, 

commerce, and security.13 These tasks reflect the values of the open societies the 

foreign ministries represent. However, these objectives are under pressure from the 

accelerating proliferation of AI technologies. 

AI is instrumental in surveillance practices that can infringe on people’s civil rights 

and liberties. These practices are not limited to authoritarian states: AI-enabled sur-

veillance, recognition, and tracking technology are also utilized by liberal democra-

cies’ police, border control, and military forces. These systems can cause harm, in 

particular, where they are operated outside the specific context for which they were 

designed.14

While a foreign policy domain, the protection of human rights has been impacted 

significantly by the negotiation and translation of so-called ethical AI principles into 

technical AI standards. Although not exclusively, the process of shaping technical 

AI ethical standards occurs with strong participation by private companies. AI stan-

dardization shapes AI design, development, and deployment. In turn, engineering 

pitfalls during the life cycle of AI systems, that is, in which the explainability and 

transparency of model predictions are assured, have an impact on AI standardiza-

tion where these issues are addressed with AI standards projects.15 



Policy Brief
August 2021
AI Standardization and Foreign Policy

10

Technical AI standardization as a tool for achieving a human and civil rights —based 
foreign policy agenda
Technical AI standards translate ethical principles into technological building blocks 

of AI systems. Standardization activities conducted by important organizations that 

develop international standards set the foundation for creating AI systems aligned 

with liberal democracies’ human rights regimes.

Knowledge about the operational mechanisms of AI ( ethics ) standardization is im-

portant for anticipating the technical trajectory of AI development where the protec-

tion of human rights is concerned. Furthermore, such knowledge can help prevent 

international conflict over the proliferation of AI technologies deemed to be danger-

ous to people’s fundamental rights and freedoms, for example, systems whose oper-

ations do not comply with published AI ethical standards. This, in turn, can reinforce 

the human rights–based international order. 

2.1.2. The Balance of Power

AI’s core industrial inputs and their strategic value for governments 
States have begun to perceive AI as a strategic economic asset that can achieve 

political strength. Leveraging this economic asset requires states to control key 

industrial inputs16 that make up AI systems. Some of the key components include 

academic research institutes that push the frontier of AI research, a large AI tal-

ent base, an innovation ecosystem that connects academic research to the private 

sector, high quantity, quality, and diversity of data, big compute provided through 

hyperscale cloud infrastructures, large-scale public and private research and devel-

opment ( R&D ) spending, and venture capital. If states want to achieve a technolog-

ical edge in AI, they need to strengthen these domestic industrial inputs relative to 

their competitors. 

Controlling these industrial inputs is very difficult: World-class academic research, 

for instance, is not possible without the free global movement of AI talent. However, 

the United States ( US ) has positioned itself well enough that its political and eco-

nomic allies and rivals seem to depend on the US at least for the most vital AI indus-

trial inputs: compute and algorithms. For example, U.S. companies design the most 

advanced semiconductors for AI acceleration,17 and U.S. hyperscale cloud providers, 

such as Google, Amazon, Microsoft, and IBM, offer compute as a service. 

AI also has a strong impact on the global balance of power. Many nations perceive 

this as a threat to sovereignty. This observation has led European foreign policy mak-

ers to contemplate the concept of open strategic autonomy. Although it is not yet 

clear how the EC wants to define this concept,18 much less what a concrete poli-

cy might look like, the EU has begun to question its future economic and political 
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competitiveness, and sovereignty. Today, Europe’s major leading industries, such 

as automobiles, machinery, and equipment, are at risk of being increasingly depen-

dent upon an AI ecosystem controlled, defined, and advanced by foreign technology 

providers. 

Governments’ geopolitical and geoeconomic reasoning is transitioning into  national 
AI standardization strategies
For Europe vis-à-vis the US, the issue is strengthening Europe’s interdependencies 

and managing its dependencies where they risk being detrimental to European eco-

nomic competitiveness. At the same time, the US is normalizing its trade relations 

with the European Union and is doing everything in its power to maintain its techno-

logical leadership over China. U.S. actions include listing Chinese AI companies Sen-

setime and iFlytek on the Bureau of Industry and Security’s Entity List.19 Companies 

listed on the Entity List are “subject to specific license requirements for the export, 

reexport and/or transfer ( in-country ) of specified items.”20 

It is not possible to achieve foreign policy objectives in AI without being at the fore-

front of AI technological development. Assuring foreign policy goals such as the pro-

tection of human rights requires leadership in AI technologies. This is also achieved 

through technical AI standards that are bound to core ethical and political values. 

To achieve this goal, states are pursuing coordinated AI standardization strategies. 

China,21 the US,22 Japan,23 the United Kingdom,24 Germany,25 Australia,26 and the Eu-

ropean Union27 have published AI standardization strategies. A comparison of four 

select national AI standardization strategies ( the US, China, the EU, and Germany ) 

can be found in the annex. 

Although technical standardization is predominantly driven by private companies, 

bottom up, and consensus based, states have increased measures to assist national 

industries in using technical AI standardization to their benefit. Therefore, technical 

AI standardization is subject to governments’ growing political influence. Thus, as 

technical AI standardization affects the global balance of power, it will cause geo-

political and geoeconomic ripple effects. 

Currently, there is major political activity in technical AI standardization at all policy 

levels—nationally, regionally ( i.e., European ), and internationally. This activity is driv-

en by the desire of states to achieve economic competitiveness and to strengthen 

technological sovereignty, which has considerable consequences for the balance of 

power. Not only is a comprehensive European tech strategy still missing, but also the 

European AI standardization strategy lacks a foreign policy dimension.28 In contrast, 

the US29 and China30 present ample evidence of coordinated, whole-government ap-

proaches to tech policy. Consequently, the U.S. and Chinese AI standardization strat-

egies are instrumental in achieving the national security, defense, economic, as well 

as foreign policy goals stated in the countries’ broader tech policy strategies.
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European foreign policy makers can assert themselves in AI standardization 
European foreign policy makers have a strategic asset. Diplomats excel in persistent 

negotiation as well as conflict mitigation. Standardization is about overcoming con-

flicts of interest and reaching agreements that are beneficial to most market actors. 

This is essential for standardization. States are pursuing economic and political 

goals through AI standardization strategies. What is largely missing in these strate-

gies are explicit foreign policy perspectives. A foreign policy perspective could help 

to balance conflicting interests between states regarding AI standardization. Thus, 

foreign policy makers should be assertive and pursue a seat at the table of techni-

cal AI standardization, because they can add tremendous value to consultations on 

international AI standards with like-minded partners as well as with political and 

economic rivals. 

Foreign policy perspectives can help to balance economic interests in achieving 

market access and economic growth through AI standards with democratic values 

and the protection of human rights—principles that have often had second-order 

priority in international trade relations.31 As previously described, foreign policy 

makers need to focus on topics in AI standardization that intersect strongly with 

traditional foreign policy domains. However, to navigate the ecosystem of technical 

AI standardization, it is necessary to be familiar with the relevant fora in which AI 

standards are created. 

2.2. AI Standardization Organizations That Are Relevant   
for European Foreign Policy Makers

Technical AI standardization can occur at three levels: international, regional, and 

state. Although these levels seem distinct and separate, in standardization they are 

not; instead, they are interconnected. European foreign policy makers must engage 

at all three levels. 

Standards developing organizations and special interest groups
The standardization process itself can be organized through standards developing 

organizations ( SDOs ), or it can be facilitated through special interest groups ( SIGs ) 

on an ad-hoc basis, depending on the shared interest of the participants in a specific 

aspect of a technology. Standard-setting through SIGs is common in specific tech-

nology areas of computer science, as well as for information and communications 

technologies ( ICT ) standards.32 Standards facilitated through SIGs have significant 

buy-in from private companies and academic researchers; however, SIG standards 

lack the overall organization and facilitation of SDOs. 
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AI standards published through international SDOs, such as the International 

 Organization for Standardization ( ISO ) and the International Electrotechnical Com-

mission ( IEC ), including their JTC1/SC42 joint activity, or the International Telecom-

munication Union ( ITU ), have global reach, because they include most countries as 

members. SDOs begin to work on concrete standards projects once the organiza-

tions’ members have expressed that they need to. Technical standards published by 

SDOs supersede any competing national standards. All member states adopt these 

standards as all are represented by their national standardization committees ( NCs ) 

in these fora. 

European standards developing organizations 
Three European standards developing organizations ( ESOs ) are working on techni-

cal AI standards: the European Committee for Standardization ( CEN ), the Europe-

an Committee for Electrotechnical Standardization ( CENELEC ), and the European 

Telecommunications Standards Institute ( ETSI ).33 Whereas CEN34 and CENELEC35 

comprise the NCs of every European member state, ETSI has a larger group of inter-

national members, among which are private companies and research entities from 

outside the European Union.36 

National standardization committees 
Last, NCs also work on technical AI standards. Depending on the NCs’ respective 

membership structure, their members range from the private sector, the public sec-

tor, and academia to civil society organizations.37 NCs engage in national standard-

ization as well as in international standardization. They participate in standardiza-

tion projects at SDOs and ESOs through so-called “mirror committees.” This process 

now forms the majority of most NCs’ work. NCs send subject matter experts from 

their member organizations to participate in the working groups at SDOs. NCs also 

send delegates to SDOs to vote on standards projects. At SDOs such as ISO, IEC, ITO 

but also at CEN, and CENELEC, each member country has one vote, although prepa-

ratory work often happens in “expert mode” where the role of SDOs is less important 

than the standing of individual experts.38 

SDOs, ESOs, and NCs operate through steering committees and working groups. 

Once SDOs ( at whichever level ) have received input from members, the SDOs form 

committees that organize standardization workflows. The committees steer the 

process from the inception of a standards project to the adoption of a standard. The 

practical work on AI standards projects happens within different working groups.



Policy Brief
August 2021
AI Standardization and Foreign Policy

14

2.2.1. Technical AI Standards Rooted in Principles of AI Ethics 

Technical AI ethical standards at standards developing organizations
Technical AI standards reflect and incorporate ethical principles. They can ensure 

that AI systems operate in accordance with values associated with the collective 

term of AI ethics. This is best illustrated by the motto of the Institute of Electrical 

and Electronics Engineers’ ( IEEE ) Global Initiative on Ethics of Autonomous and 

Intelligent Systems: “From Principles to Practice with standards projects ( … ) to 

 inspire the Ethically Aligned Design of autonomous and intelligent technologies.”39 

This two-pronged approach, from AI principles to AI standards, described in the mot-

to, has been the IEEE Standards Association’s ( IEEE SA ) modus operandi. First, the 

IEEE SA published two consecutive publications explored the principles of AI ethics. 

This effort established the foundation for the current P7000 series in which IEEE SA 

members negotiate AI ethical standards. 

Important ongoing standards projects include the following, among others: 

• Ethical Concerns During System Design ( P7000 ) 

• Standards for Transparency of Autonomous Systems ( P7001 ) 

• Standard for Data Privacy Process ( P7003 ) 

• Standard for Algorithmic Bias Considerations ( P7003 ) 

• Standard for Fail-Safe Design of Autonomous and Semi-Autonomous Systems 

( P7009 ) 

• Standard 7010-2020 Assessing the Impact of Autonomous and Intelligent 

 Systems on Human Well-Being – technically a recommended practice ( published 

in 2020 ).40 

AI ethical standards are also central to the collaboration between the ISO and the IEC 

in JTC-1, SC-42 “Artificial Intelligence”. Working Group 3 “Trustworthiness”  explores, 

among others, the following standards projects: 

• Bias in AI systems and AI-aided decision making ( ISO/IEC TR 24027 ) 

• Assessment of the robustness of neural networks ( Overview, ISO/IEC TR 24029-1;  

Formal methods methodology, ISO/IEC AWI 24029-2 ) 

• Functional safety and AI systems ( ISO/IEC AWI TR 5469 ) 

• Risk management ( ISO/IEC 23894 ) 

• Overview of ethical and societal concerns ( ISO/IEC 24368 ).41 

However, the IEC is also pursuing AI ethical standards in the IEC’s Standardization 

Evaluation Group 10 ( SEG 10 ) consisting of two working groups: 

• Autonomous and AI Applications Societal and Ethical Foundations ( WG 1 ) 

• Autonomous and AI Applications Specific Ethical Requirements ( WG 2 ). 
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WG 1 seeks to develop a framework, process, or approach for applying ethics in dif-

ferent contexts and domains for standardization work.42 WG 2 identifies and priori-

tizes specific ethical requirements of the IEC’s technical activities related to auton-

omous and AI applications.43

Technical AI ethical standards at European standards developing organizations 
The three ESOs, CEN, CENELEC, and ETSI, received input from the European Com-

mission ( EC ) on ongoing standardization work in SC 42 “Artificial Intelligence”, as 

the EC is a liaison to ISO/IEC JTC 1/SC 42.44 CEN and CENELEC published their Focus 

Group Report Road Map on Artificial Intelligence, which provides a framework for 

European AI standardization. The Focus Group identified seven themes that will be 

addressed for European standardization, among which five can be described as a 

large part of the larger AI ethics debate on the protection of human rights: account-

ability, quality, security and privacy, ethics, and safety of AI systems.45 

CEN and CENELEC recently created Joint Technical Committee 21 ( JTC 21 ) on a stan-

dardization structure for AI, soon to be launched officially. Although the EC’s draft 

proposal for AI regulation leverages harmonized AI standards, concrete AI standards 

projects at CEN and CENELEC are starting. ETSI is focusing on standards other than 

AI ethics, for instance, standards on security concerns of future networks.46 

Although ESOs’ work on AI ethical standards is only just beginning, and standard-

ization processes at SDOs generally take time, documents accompanying the EC’s 

draft proposal for AI regulation suggest that European AI standards should be ready 

by the time the proposal becomes applicable.47 This could be years. However, it cre-

ates enough time for European foreign policy makers to acquaint themselves with 

European AI standardization processes. 
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3. How European Foreign Policy Makers Can Get 
Involved in Technical AI Standardization

AI standardization affects traditional foreign policy domains. Therefore, Europe-

an foreign policy makers should engage with AI standardization, as well as the AI 

standardization ecosystem. However, they will face many political and practical 

constraints that will render involving themselves in this field difficult. Nonetheless, 

these challenges can be resolved. Active participation by foreign policy practitioners 

in AI standardization is necessary because tech policy issues require the involve-

ment of political specialists from various departments, if not a whole-government 

approach. If foreign policy practitioners are not involved in the negotiation and con-

flict resolution associated with geopolitical and geoeconomic matters, such as AI 

standardization, the government will lose its ability to effectively resolve tech policy 

issues. 

Before policy advice can be provided to foreign policy makers on how to bring their 

strength to policy matters related to AI standardization, the main reasons for the 

absence to date of European foreign policy makers from AI standardization must be 

introduced. Then active and passive strategies for engagement with the AI standard-

ization ecosystem are explored. Important resources for European foreign policy 

makers’ engagement are listed. Finally, limits for engagement that European foreign 

policy makers must know are explained. 

3.1. Why European Foreign Policy Makers Have Not   
Been Engaged in Technical Standardization

European foreign policy makers participate in political institutions that advance the 

global AI governance debate, for instance, in AI ethics at the GPAI, OECD, G20, and 

similar venues.48 However, policy makers do not participate in SDOs. At SDOs, private 

companies are in the driver’s seat, and they reach voluntary agreements on AI indus-

try standards, across the entire life cycle of AI systems, that have an impact on the 

AI policy framework. As shown, AI standardization has a clear impact on traditional 

foreign policy domains, such as economic and trade policy, democracy and ethics, 

and the protection of human rights. This requires foreign policy makers to become 

active. However, engaging in AI standardization is not a trivial endeavor. 

AI standardization is not a classical foreign policy dimension where foreign policy 

practitioners, although generalists, would feel at ease. Additionally, AI standard-

ization venues are highly technical. They involve the participation of private-sector 

specialists, academics, and other actors, who jointly advance technological devel-
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opment within a specific domain of the larger AI standardization debate—be it in 

hardware standards, data standards, or AI ethical standards. Building understand-

ing of AI requires some form of conceptual knowledge about the technology, its as-

sociated industrial inputs, and its intersection with policy considerations. 

Traditionally, standardization, including AI standardization, has not been part of the 

European foreign policy agenda. Standardization belongs to the portfolio of min-

istries of the economy. However, in tech policy issues, dividing traditional depart-

ment responsibilities between ministries of the economy and foreign ministries no 

longer seems reasonable, because tech policy themes, such as AI standardization, 

cut across both departments’ responsibilities. This interdependency requires either 

increased coordination and cooperation between the affected departments or reor-

ganization of the government. Current department responsibilities hinder European 

foreign policy makers from engaging more with AI standardization. 

European foreign policy practitioners as stakeholders in the standardization 
ecosystem
European foreign policy practitioners could be involved in standardization work 

at NCs, if the practitioners chose to be. At NCs, public-sector representatives are 

 allowed to join standardization working groups. However, NCs generally find it diffi-

cult to have civil servants participate in these groups. Often because standardiza-

tion is thought to be highly technical. Therefore, in AI standardization, if NCs attract 

 civil servants, they most likely come from ministries of the economy. Moreover, stan-

dardization mostly caters to the interests of private-sector actors. Therefore, tech 

standardization and AI standardization are overwhelmingly pursued by standardiza-

tion specialists from private companies. Because of the technicality of the matter, 

academics are often passionately involved, too. Another important group is facilita-

tors—standardization specialists employed at SDOs’ that speak the language and 

broker deals ( briefly, people instrumental in the overall standardization process ). 

Because AI standardization focuses strongly on AI ethics, civil society actors and 

advocacy groups are also involved, but in a diminishingly small share. 

3.2. Strategies for Engagement with Technical AI Standardization

European foreign policy makers are left with two options for engaging with the AI 

standardization ecosystem: active participation and passive information gathering 

and analysis. Both options are highly dependent on the available resources. In most 

European foreign ministries, tech foreign policy issues are not among the high-pri-

ority issues, although they have geopolitical and geoeconomic effects that influence 

the global balance of power. Thus, realistically, funding for AI standardization is lim-

ited. Therefore, in the short term, European foreign policy makers must set realis-
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tic goals for their participation in AI standards-setting and prioritize their activity 

according to distinct foreign policy objectives ( i.e., focus on standards-setting in AI 

ethics to protect the international human rights regime ). In the mid- and long-term, 

more government resources should be allocated to foreign ministries’ capacity to 

cover technical AI standardization extensively ( enlarge the scope of topics to  cyber 

security and standards-setting relevant to foreign economic and trade policies ). 

Participation requires constant negotiation, learning, and maneuvering between 

strong ( geo )political and ( geo )economic interests, skills in which European foreign 

policy makers are highly trained. This asset must be carefully allocated to a prob-

lem in AI standardization deemed to be short-term and have a high impact on their 

 foreign policy agendas.

3.2.1. Strategies for Passive Engagement

Reporting on standards developing organizations’ activities surrounding AI 
technologies 
Foreign ministries can help shine a light on technical AI standardization by develop-

ing a system that systematically gathers information and analyzes developments in 

AI standardization that intersect strongly with foreign policy, for instance, by collect-

ing and assessing evidence of how states and economic regions position themselves 

in technical AI standardization. To prioritize this effort, effects that are  assessed as 

short-term and have a high impact on foreign policy could be emphasized. 

Reporting is an essential function of foreign ministries. This can be leveraged 

through the international embassy system, a network of aggregated information 

gathering and sharing. Given limited resources, the challenge is to select the most 

relevant SDOs or to monitor their most influential actors. This should start by es-

tablishing work relations with NCs that are best informed on what other countries 

and international private actors deem relevant in international AI standardization. 

This effort can also be complemented by direct engagement with private companies. 

Leveraging information on what they perceive as problematic, given geopolitical and 

geoeconomic tensions that emerge from discussion among participants during the 

meetings of working groups at SDOs or ESOs, can further help to inform a European 

government about the geopolitical effects of AI standardization. 

Until now, information on what happens in international and European standard-

ization organizations has been dominated by industrial policy perspectives. Foreign 

ministries may have the opportunity to leverage this essential function and mon-

itor this space in a way that is relevant to foreign policy concerns. The ministries 

could collect the information themselves ( which requires active involvement in the 

working groups that, in turn, requires significant investments in foreign policy staff 
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 capable of participating in long-term standardization activities ) or commission mar-

ket observers to collect it. The latter is valuable when additional technical insight is 

required to evaluate the reporting subject. Then, foreign policy assessments can be 

made based on these conclusions. 

Supporting civil society actors in their work at standards developing organizations
European foreign ministries can enable actors from civil society to participate in 

the substantive work of shaping norms and technical standards that, for example, 

protect fundamental rights. The working meetings of standardization bodies take 

place throughout the year and around the world. Participation is a costly endeavor, 

favoring large private-sector companies. Because technical standardization is in the 

strategic interest of corporate policy, considerable money is spent on regular partic-

ipation in such international bodies.49 Representatives from science or civil society 

try to prevent possible negative effects of these technologies on societies, and their 

active participation in technical standardization is a prerequisite. 

European foreign ministries could financially support the participation of non-

government organizations ( NGOs ) and advocacy organizations in standardization 

bodies so that the organizations can be involved in the substantive work of various 

working groups throughout the entire process of shaping technical AI standards. 

Grant-making is the appropriate tool for European foreign policy makers to empow-

er civil society actors to actively participate in technical AI standardization where it 

strongly intersects with the human rights agendas of European foreign ministries. 

3.2.2. Strategies for Active Engagement

Start by approaching national standardization committees
European foreign policy practitioners need to find the standardization organizations 

relevant to their designated subject matter and objectives. When deciding which 

SDOs or ESOs to engage with, European foreign policy makers can rely on the exper-

tise offered by NCs. NCs are aware of all ongoing international standardization activ-

ities. Moreover, SDOs do not come up with standardization projects without having 

been requested by NCs. Thus, the way into international and regional standardiza-

tion organizations is through NCs. Notably, they mirror standardization activities at 

SDOs and ESOs to help their members better coordinate these standardization proj-

ects. Thus, establishing a relationship with NCs is the necessary first step. 

Add a foreign policy perspective to national AI standardization strategies
National standardization strategies cater to their private industries. However, stan-

dardization carries values beyond questions of interoperability or connectivity. This 

becomes obvious in the case of AI ethical standards, such as fairness or account-
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ability. Technical AI standards reflect the values of political systems.50 The stan-

dards can reflect liberal democracies’ values, values rooted in human rights, but 

standards can also adhere to principles that liberal democracies would oppose.51 By 

engaging with the AI standardization ecosystem, and by guiding the standardization 

processes toward a principle-based rationale, European foreign policy makers can 

bring the foreign policy perspective to national standardization strategies. This is an 

important corrective for standardization strategies that focus only on the economic 

aspects of technical AI standardization.52 

Increase cooperation and collaboration with other government agencies
Tech issues cut across many government departments’ responsibilities. This is es-

pecially true for AI. This is rooted in AI’s industrial inputs that themselves cut across 

the responsibilities of a handful of different government agencies. Foreign ministries 

protect the international rights-based order by exercising export control on technol-

ogies deemed of dual use ( technologies than can be used for both civilian and mil-

itary purposes53 ). Export restrictions have clear national security and human rights 

dimensions. In this area, there is a long history of successful cooperation among 

foreign policy, trade, and economic policy. Foreign ministries and ministries of the 

economy often collaborate well. The same logic should apply for jointly determining 

which technical AI standards pose dangers to the protection of human rights. This 

requires European foreign ministries to coordinate their activities with other govern-

ment agencies. It can also be appropriate to articulate red flags, especially where 

considerations of human rights protection require that economic motivations must 

be restrained. This requires constant negotiation and mitigation, and the integration 

of foreign policy insights into government processes, which European foreign policy 

practitioners need to play to their advantage. 

Increase international cooperation and collaboration on joint standardization 
activities
If states pursue national standardization strategies, these strategies must include 

a foreign policy perspective. The foreign policy perspective should address inter-

national cooperation with allies and like-minded partners on matters of technical 

AI standardization. Brokering agreements between different countries matches the 

talent of foreign policy practitioners. However, this activity should be informed by 

the understanding that technical standardization must remain an industry-driven, 

consensus-based, and bottom-up process. Private corporations often emphasize 

that agreements between states on joint standardization activities cannot interfere 

with this logic. Nevertheless, collaboration between states on AI regulation, legal 

frameworks within which standardization will later operate, can orient private-sec-

tor actors and inform their work on technical AI standards. 
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3.3. Resources Needed for Engagement

Engaging in technical AI standardization, actively or passively, requires certain 

 resources that foreign ministries must provide to their staff if they want to help 

shape private-sector AI governance in technical AI standardization. In addition to 

financial resources, adequate staffing and capacity-building and technical skills of 

their diplomatic corps are required, as well as a rethinking of the key strategic prior-

ity areas of contemporary foreign policy. 

Make tech policy a priority issue area of 21st-century foreign policy
Traditional foreign policy areas have changed considerably due to the increased 

relevance of emerging and foundational technologies, such as AI and semiconduc-

tors. This change requires European foreign ministries to divert resources to assess 

technological developments and the impact on human rights, trade policy, and the 

global balance of power. This involves a rethinking of the traditional set-up of Eu-

ropean foreign ministries. European foreign ministries need to become more open 

to staffing industry specialists in roles normally reserved for the diplomatic corps. 

The academies must emphasize education more strongly in tech policy issues, and 

their potential impact on international relations. However, most importantly, more 

money must be spent to introduce tech policy issues into the responsibilities of for-

eign ministries. High-ranking diplomats in charge of tech policy issues need robust 

ownership of matters of tech policy, and effective degrees of freedom to shape the 

ministry’s tech policy agenda and to coordinate tech policy issues with other gov-

ernment ministries and agencies. The current lack of ownership and accountability 

impedes European foreign ministries from exercising a stronger role in international 

tech policy. 

Develop expertise in AI technologies and their impact on foreign policy
To be able to assess the significance of information technologies for the policy in-

terests of European foreign ministries, they must enable foreign policy officers who 

are involved in digitization topics and technology policy to develop technical exper-

tise. Emerging technologies such as AI can be best understood and assessed based 

on their technological resources. Key industrial inputs are specific AI semiconduc-

tors ( hardware ), AI-related software environments ( software and algorithms ), data, 

skilled labor, and capital.54 Based on the individual components, conclusions can 

be drawn about the composition of international value chains, interdependencies 

( global talent flows of AI researchers or practitioners ), or dependencies ( e.g., on 

hyperscale cloud systems that provide the computing power for AI development ) 

of European industries. These insights are important for interpreting abstract con-

cepts, such as open strategic autonomy of the EU in the technology domain. How-

ever, they are also a decisive factor enabling European foreign policy practitioners 

to understand and engage with technical AI standardization, as standardization tar-

gets AI’s key industrial inputs. 
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Create an interagency working group on technical AI standardization
In the U.S. context, the NSCAI report provides policy advice that can help increase 

cooperation on technical AI standards between different U.S. government agencies 

responsible for AI policy. The report calls on Congress to provide legislation that 

creates an “interagency AI group” on technical AI standardization that supports the 

National Institute of Standards and Technology ( NIST ) and the AI Standards Coordi-

nator.55 This interagency group is set to be staffed with five full-time NIST employ-

ees and one full-time employee each from the Department of Defense, the Office of 

the Director of National Intelligence, the Department of Energy, the Department of 

Homeland Security, the U.S. Agency for International Development, and the State 

Department. Drawing five full-time employees from these U.S. departments and 

agencies confirms that AI standards can have an impact on a diverse set of policy 

areas reflected by these government departments and agencies. European foreign 

ministries should follow this U.S. example and champion the creation of similar do-

mestic interagency groups concerned with technical AI standardization. This would 

directly serve the purpose of bringing the foreign policy perspective to the table and 

increase inter-ministerial cooperation on technical AI standards. 

3.4. Limits of Engagement

To engage effectively in technical AI standardization, foreign policy makers need to 

understand its modus operandi, actors’ logics, ambivalences, and red lines. More-

over, foreign policy makers pursue a different set of strategic goals than most actors 

that engage in technical AI standardization. Foreign policy makers seek to engage in 

AI standardization to anticipate policy relevance from standardization practice. This 

is clearly different and is likely to lead to suspicion among standardization experts 

and private corporations alike. Therefore, foreign policy makers should become 

familiar with the codes of conduct relevant for active participation in technical AI 

standardization. 

Build knowledge of the operational intricacies of technical AI standardization 
First, standardization is at its best when it is global, and not duplicating any ef-
fort. This is what standardization experts try to achieve. Therefore, standardization 

is usually pursued through international SDOs. This reduces the risk of duplication,56 

if it were not that regional standardization organizations, such as ESOs, can some-

times complicate things.57 

Second, standardization is a bottom-up process in which actors from industry and 

academia identify standardization needs and pursue them within working groups at 

various standardization organizations. This explains the growing suspicion among 

standardization experts regarding the increased political influence on technical 
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AI standardization processes. Policy, by nature, is a top-down approach. Although 

 European foreign policy makers may wish to help shape international AI standard-

ization according to foreign policy needs, this may lead to increased tension be-

tween foreign policy makers and standardization experts from private companies, 

academia, and civil society participating in standardization. Instead, European for-

eign policy makers should integrate into existing bottom-up processes of technical 

AI standardization and work alongside actors from the private sector, academia, and 

the standardization ecosystem. 

Third, technical standards have only limited political legitimacy. Not all societal 

sectors are integrated equally in standardization processes. Standard-setting is 

skewed toward the private sector. Even if more representatives from the public sec-

tor were to actively engage in creating technical AI standards, this would still not 

compensate for the lack of political legitimacy—unless they were officially nomi-

nated by constitutional bodies, such as a parliament. 

Fourth, technical AI standardization has hurdles typical of technical standardiza-
tion. Standardization projects can stretch over years, require permanent involve-

ment, and demand agenda-setting capabilities that European foreign policy  makers 

will partially lack, because they do not pursue solutions for technical problems. 

Instead, the involvement of these policy makers aims at persuading private com-

panies, and technologists, to make sure their technical solutions meet the ethics 

requirements specified in a regulation. This requires European foreign policy makers 

to anticipate where industry agreements will converge into an industry standard and 

to emphasize the political implications of such an agreement to the contributing 

actors. 

Understand the red lines
Private corporations, standardization experts, and standardization organizations 

draw certain red lines at the encroaching efforts of the policy level to exploit tech-

nical standardization for policy purposes. European foreign policy officers should 

be careful not to over-legalize or over-politicize technical standardization bodies, 

although they are becoming highly political. International standardization organi-
zations cannot cover gaps in policy making left by political institutions. This is es-

pecially true for international AI policy, as states have not been able to create an 

international framework for regulating AI. Now that standardization organizations 

and private companies are experiencing the attention that technical standardiza-

tion generates among policy makers, European foreign policy makers’ activity within 

these circles should seek to not force their goals on a carefully oiled mechanism 

capable of fostering industry consensus but instead, play by the rules of the game. 
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3.5. Technical Standardization Is Highly Political

Consensus among actors involved in technical AI standardization shapes geopoliti-

cal and geoeconomic realities, but this is not something to be discussed during the 

effort to reach consensus among industry players on a particular technical AI stan-

dard. The sum of all standards, later embedded in AI products and services, is what 

creates new realities that can influence the global balance of power. 

Private companies that create international standards in information and telecom-

munications technologies help shape interconnected technologies in a joint effort 

with other companies but engage in a fierce battle to bring their own technical solu-

tions to fruition. This involves high levels of strategizing and negotiation. Therefore, 

technical standardization is a highly political endeavor, even without the active par-

ticipation of policy makers. 

The dominant actors in international standardization are aware of the geopolitical 

and geoeconomic implications of their work. However, standardization experts do 

not openly engage in a conversation on the geopolitical implications of their stan-

dardization efforts. This separates actors involved in technical AI standardization 

from ( European ) foreign policy makers engaged in AI regulation. 

Policy practitioners directly address geopolitical and geoeconomic ramifications of 

increased competition for foundational and emerging technologies. However, stan-

dardization specialists deal with the intricacies of creating technical standards that 

help to enable their products and services to reach global markets. Of course, this 

creates new realities that might affect the global balance of power, but it is not the 

primary goal of engaging in bottom-up, consensus-based, international technical AI 

standardization. 

Active engagement of European foreign policy makers in technical AI standardiza-

tion can help anticipate what is unequivocally coming. This engagement can help 

inform governments about pending AI regulation, but it cannot help prevent how the 

private sector employs AI standardization to reach its primary objectives: interoper-

ability of products and services, connectivity, and market access.
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4. Conclusion
Technical AI standardization has a direct impact on traditional foreign policy do-

mains, such as the protection of human rights and democracy, and foreign econom-

ic and trade policy. States are pursuing coordinated AI standardization strategies 

that reflect their geopolitical and geoeconomic goals. Thus, states perceive AI as a 

strategic economic resource that is essential for increasing their political influence 

globally. This development has the potential to shift the global balance of power. 

Technical standardization is the private sector’s approach to governing the use of AI 

technologies. This bottom-up process builds consensus among market actors that 

share an economic interest in the interoperability and connectivity of AI products 

and services, a precondition for achieving international market access. Although 

European foreign policy makers regulate AI technologies at the United Nations, UN-

ESCO, and the OECD, or in the GPAI, they are absent from the technical AI standard-

ization ecosystem, although it has a direct impact on their foreign policy agendas. 

Technical standards help to gradually shape economic and political realities. They 

pave the way for industry adoption of AI products and services. Such standards are 

the basis for economic value creation associated with AI and are responsible for 

international diffusion of the technology. Technical standards carry political values 

that European foreign policy makers seek to promote internationally or to repel. 

Active involvement requires direct participation of European foreign policy makers 

in standards working groups at national, regional, and international SDOs. If direct 

participation is not possible, for political reasons or because of a lack of resourc-

es, European foreign policy makers should at least closely monitor developments in 

technical AI standardization that are assessed as short-term and have a high impact 

on their governments’ economic and foreign policy agendas. Additionally, they can 

empower civil society actors to participate in technical AI standardization process-

es, especially in the realm of AI ethics, pertinent to protection of civil and human 

rights internationally.

National AI standardization strategies should include a foreign policy perspective. 

As technical standards not only carry economic weight but also have political val-

ues, adding the foreign policy perspective helps to balance standardization strate-

gies that would otherwise be skewed toward economic and industrial policy goals. 

By building coalitions and alliances among like-minded states, European foreign 

policy makers can help ensure that international AI standards reflect liberal democ-

racies’ core values manifested in the international human rights and trade regime. 
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European foreign policy makers must make the best possible strategic use of the op-

portunities available to them in engaging with AI standardization, rather than being 

forced to react to this highly dynamic process. To achieve this objective, European 

foreign ministries should redistribute resources to technical AI standardization. This 

requires European foreign ministries to reevaluate the strategic value they assign to 

tech policy. It is time that tech policy issues, such as AI standardization, become a 

strategic priority area of 21st-century foreign policy. 
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5. Annex

The annex lists three national AI standardization strategies—US Leadership 

in AI: A Plan for Federal Engagement in Developing Technical Standards and 

Related Tools, China’s Artificial Intelligence Standardization White Paper, 

the German Standardization Road Map on Artificial Intelligence—and a su-

pranational strategy report, the Focus Group Report on AI Standardization, 

published by the European Committee for Standardization ( CEN ) and the Eu-

ropean Committee for Electrotechnical Standardization ( CENELEC ). The AI 

standardization strategies can be evaluated according six categories: respon-

sible political offices, federal involvement, degree of international promotion, 

key strategic insights, key technical insights, and treatment of personal data. 

The U.S. and Chinese AI standardization strategies are further contextualized 

with additional information based on the report of the National Security Com-

mission on Artificial Intelligence and the Chinese Communist Party’s Propos-

al on China’s 14th Five-Year Plan. 

The US’s and China’s approaches to AI standardization pursue a leadership 

narrative. China is striving for economic leadership achieved through tech-

nical ( AI ) standardization. The US is alarmed by this development and has 

emphasized the need to defend the “democratic alliance” led by the US. Al-

though the EU has raised awareness of the shifting power balance and loom-

ing economic and political dependencies, the EU’s AI standardization road 

map strikes a different tone. The road map focuses primarily on preserving EU 

values and laws. Therefore, its strategic outreach is limited to achieving sov-

ereignty, trustworthiness, data protection, and further harmonization of the 

EU’s internal market. The German standardization strategy, however, has even 

less international outreach and generally supports the EU’s aims for achiev-

ing trustworthy AI. The German strategy also focuses on technical interoper-

ability, data management, and data protection.

The Chinese government’s approach to AI standardization 
The Chinese government published its AI standardization strategy, the Artificial In-

telligence Standardization White Paper, in May 201858. It calls to lay the economic 

foundation that enables AI standardization, for instance, to enhance the financial 

support system for innovation and expenditure for standardization, to reinforce 

 intellectual property protection, and to advance government activity regarding mar-

ket efficiency.59 The strategy has a strong international focus with a clear foreign 

economic policy angle. The white paper asserts that competitive strength in inter-
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national AI product markets depends on technical AI standardization. Therefore, AI 

standards should be used to further China’s AI industries’ boom. The strategy per-

ceives international AI standardization as “in its infancy” ( in 2018, this assumption 

was correct ) and advises the Chinese government to take advantage. The 14th Five-

Year Plan proposed by the Chinese Communist Party ( CCP ) adds to the AI standards 

strategy in proclaiming active participation in the setting of international rules and 

standards for digital fields.60 Capabilities for standards and patents will be equally 

strengthened during this process.61 

The U.S. government’s approach to AI standardization
Through Executive Order 13859 on Maintaining American Leadership in Artificial In-

telligence,62 then President Donald Trump requested the National Institute of Stan-

dards and Technology ( NIST ) issue a plan for federal engagement in the develop-

ment of technical AI standards. NIST published its strategy63 in August 2019. It calls 

on federal agencies to engage in AI standardization to promote U.S. global leader-

ship in AI. The strategy has a clear foreign policy dimension. It calls for championing 

U.S. priorities globally in activities for developing AI standards. Strategic engage-

ment with international parties should advance AI standards for U.S. economic and 

security needs. The National Security Commission on Artificial Intelligence ( NSCAI ) 

report adds to this rhetoric by evoking an “emerging technology coalition” that de-

fends the integrity of international technical standards and that shares resources 

to defend against malicious uses of technology and the influence of authoritarian 

states in democratic societies.64 

The EU’s approach to AI standardization 
The picture painted in the geopolitical debate—that Europe is caught somewhere 

between the US’s and China’s technological prowess—is not appropriate when 

considering the EU’s AI standardization strategy. Instead, the CEN-CENELEC fo-

cus group report is straightforward in supporting the EU’s regulatory approach to 

achieving trustworthy, human-centric AI. The report is outward facing but inward 

looking when it claims to prioritize international standards and trade, while it seeks 

to further the harmonization of the EU’s internal market by developing European AI 

standards where international standards are either not available or do not support 

the European regulatory agenda. The report’s foreign economic policy perspective 

is less pronounced but assertive when it proclaims that the EU should contribute 

more to activities in international AI standardization to ensure EU values are reflect-

ed in AI technologies. Although the report focuses on standardization needs that 

seek to safeguard European values, European AI standards might help achieve the 

EU’s concept of open strategic autonomy. The report refers to three standardization 

items on resilience and sovereignty65 that have recently begun to be explored in a 

CEN-CENELEC Workshop Agreement on Digital Sovereignty.66 
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